1. Introduction

Dunn et al. (2011) attempt an exciting piece of research, investigating which word-order parameters are co-dependent or independent, and which are stable or not. Claims about “universality” have to be taken with several grains of salt, since they investigate only four families, compared to the dozens of families that have been part of samples for the last several decades. More significantly, however, is the implicit claim that evolutionary models are appropriate for modelling the kinds of change (or stability) that they investigate. Since the focus of their article is on the family-internal patterns of conservatism or innovation in word order, I shall focus on an important aspect of their construction of language family relationships that appears to be at odds with the kinds of evolutionary models that they employ, and so which, failing to take into account contact (e.g., Thomason & Kaufman 1988 and many more), reveals the study to suffer from a failure to consider critical data and models that are in fact more explanatory than their own.

2. False family trees

2.1. True and false

Citing a need for “quantitative phylogenies” (essentially, branches with quantified distances rather than simply topological relationships) in their construction of family relationships, Dunn et al. take the unusual step in employing trees constructed by reference not to normal historical linguistic principles, but by reference to lexical cognacies. It is well known that lexical items are the element of language most subject to borrowing, constrained by social distance (see, among many others, Cavalli-Sforza & Wang 1986, Donohue, Denham & Oppenheimer forthcoming, Goebi 1984, Hess 1979, Kessler 2001, Séguy 1971). Indeed, within the families that Dunn et al. discuss we have documented
cases of up to 48% of the basic vocabulary of a language being borrowed from another family (e.g., Cham; Grant 2005), levels far in excess of levels that have been cited as the upper limits of reliability for the method that Gray uses (Gray et al. 2009 cite a high figure of ~20%), and frequently (at least in the case of the Austronesian data, with which I am most familiar) undetected as loans. As a result, the trees they measure model contact at least as much as they model historical descent, and so calibrating an evolutionary model against these yardsticks models susceptibility to (unusual?) social processes, rather than modelling phylogenetic stability. This is clearly not an appropriate metric against which to test the phylogenetic stability of typological features.

Some of the most gratuitous failings of the topography of Dunn et al.’s family trees, examining just Indo-European and Austronesian in detail, are discussed below. While I am aware that the trees presented in Dunn et al. are only some of the possible trees generated by their methodology, if they are representative of the trees generated (and if not, why publish them?) then they must be subject to critical examination.

2.2. Indo-European

In contrast to the usual depiction of Indo-European as involving a “rake” at the highest levels (though see, e.g., Ringe et al. 2002, Nakhleh et al. 2005, amongst others), the tree in Dunn et al. shows numerous low-level groups that are not widely established using the comparative method. We see Germanic and Romance subgrouped together, as well as Greek and Albanian, and Celtic together with Balto-Slavic and Indo-Iranian. Ancient languages are treated as “equivalent” to modern languages for subgrouping purposes, leaving us with the result that Ancient Greek is a sister to Modern Greek, not a precursor, and Modern English is no closer topologically to Old English than Old English is to (modern) German. If the structure, relative distance, and overall topology of the tree in the left of Figure 1 helps Dunn et al. to evaluate the relative stability of the two word order features they examined, then we can have little faith in the method. Figure 1 shows the overall topography of their Indo-European tree. It rather felicitously replicates the existence of known first-order subgroups of Indo-European, but fails to reproduce them as first-order subgroups, or as subgroups with widespread acceptance. Given the heavily embedded structure of Dunn et al.’s tree, compared to the widely accepted “rake”, it is hard to see how any results arising from the hierarchical tree can have any meaning to the accepted tree. For instance, given that Dunn et al. examine word order change and find SOV orders to be present at the top of their tree (Hittite, Tocharian, Armenian) and at the bottom (Indo-Iranian), they have a claim for long-term stability through many intervening nodes from the proto-language to the modern Indic languages. Examining the occurrence of SOV order on a more con-
What causes this misrepresentation of the Indo-European tree? If the method examines lexical cognacy, and takes no account of sound change – thus emerging as a “mindless gimmick”, following von der Gabelentz (1901: 168) – then it will create contact maps showing the networks of borrowing and retention (equally, given their methods, it will generate “uncontact” maps, indicating outliers which do not participate in a particular range of lexical sharing). Meillet (1908: 128–130) noted that many apparent cognates could be found in the vocabularies of the Germanic and Italo-Celtic groups but nowhere else in the Indo-European family (e.g., Latin piscis, Gothic fisk, Old Irish tasc ‘fish’), but did not consider them reliable tests for historical relationships. By relying on trees reconstructed from this kind of unreliable data, Dunn et al. render their complicated assessments of stability invalid, since they do not measure stability against a path of inheritance. Since the Indo-European data they examine is considered in isolation from other families (true of all four of the families they examine), this means that they only be considering family-internal relationships; but with the wrong data, since they are not modelling the inherited aspects of the languages’ history.
2.3. *Austronesian*

The tree presented bears little relationship to commonly accepted views of Austronesian historical relations (as expressed in, for instance, Adelaar 2005a, b; Blust 1981, 2009; Lynch et al. 2002; Marck 2000; Pawley 1972; Ross 1988, 1995), and bears a strong resemblance to a geographical clustering of languages branching out from a centre of diversity in Taiwan (hence the somewhat successful replication of low-level subgroups within the family, which generally spread into geographically contiguous areas). The “spine” of the tree contains seventeen nodes between the start and the Polynesian languages at the geographic end; of these seventeen, four represent nodes that are accepted by Austronesian historical linguists (shown with unfilled squares: Malayopolynesian, Eastern Malayo-Polynesian, Oceanic, and Central Pacific), and one other node represents a commonly accepted subgroup (Western Oceanic, containing the Schouten, North New Guinea, Papuan Tip, and Meso-Melanesian languages). The rest of the clusters are not phylogenetic, and represent in the main geographic clusterings. For instance, the Philippines languages and Bajo (from the Barito group) cluster together because of the presence of Bajo at the southern end of the Philippines; Irarutu, from the South Halmahera/West New Guinea group, clusters with Central Maluku because of its position on the west of New Guinea facing, and in contact with, languages of Central Maluku; the Admiralties group of Oceanic clusters with the Western Oceanic languages because it is surrounded by them and in contact with them, while the North-West Solomonic languages (part of Meso-Melanesian) are split from their northern sisters by Bougainville, a non-Austronesian stronghold in the centre of the Meso-Melanesian range; and Tongan and Samoan group together, and not with their close relatives, due to extensive contact (and conservatism) between and within both languages (Donohue et al. forthcoming).

While the accepted trees for Indo-European and Austronesian do not involve binary branches, which are apparently more easily amenable to statistical treatment of the type that Dunn et al. employ, it is nonetheless a mistake to consider binary branching an appropriate model of language diversification, and an algorithm that necessarily produces binary branching trees is simply not appropriate. Work on the early structure (or lack of it) for certain Indo-European groups reveals the perils involved in trusting to the categorial nature of linguistic subgroups (Garret 2006), and similar cautions should be applied to Austronesian (e.g., Blust 2009, Donohue & Denham 2010) and Uto-Aztecan (see the debate on the appropriateness of a north-south division in the family in, for instance, Campbell 1997, Goddard 1999, and Mithun 1999) and Bantu (for which no experts agree on anything but a rake-like dispersal for most of the languages). If the methodology cannot easily accommodate itself to a probably more realistic model of language differentiation, then it is an inappropriate methodology.
3. Inappropriate isolation

In Dunn et al.’s study each family is modelled in isolation from its social contexts with other families. Consider: Indo-European has been in contact with at least 15 families for centuries: Afro-Asiatic, Austro-Asiatic, Basque, Burushaski, Dravidian, Eskimo-Aleut, Finno-Ugric, Kartvelian, Kusunda, Mongolic, Nakh-Daghestanian, North-West Caucasian, Tibeto-Burman, Tungusic, and Turkic. While Dunn et al. do consider four different families, they are four families that have not been in contact with each other until recent historical times, and so do not constitute a sample that allows us to investigate contact effects. Despite this Dunn et al. proceed using a model that is sensitive to contact effects, meaning that we have access to only a fraction of the relevant information. The preservation of SOV order among Indo-European languages in South Asia, combined with its almost total loss elsewhere, cannot be unrelated to contact with SOV-dominated Dravidian (and other) languages in that region. Similarly the presence of a small collection of SOV languages in the Austronesian family that are found on the coasts of eastern New Guinea cannot be reasonably discussed without reference to the non-Austronesian languages of New Guinea, among which SOV order is predominant (Foley 1986, Ross 2001, Donohue 2010).
We have seen that the model of the family trees for Indo-European and Austronesian bears little resemblance to known (or even speculated) genealogical relations. Even more importantly, only one region in the Austronesian tree shows a concentration of fully-blown shift to OV (and other head-final) patterns, the part that represents the languages of south-east New Guinea. These languages have long been acknowledged to have undergone large levels of contact-induced change (Ross 1988, 2001, 2011; Lynch et al. 2002), probably the result of language shift on the part of the local populations. Why, then, do we believe that change in word order follows from phylogenetic principles, and a top-down modelling, as opposed to looking for family-external explanations? Given what is known about the ease of diffusion of linguistic traits (e.g., Thomason & Kaufman 1988, Holman et al. no date), the failure to consider contact as a possible influence on morphosyntax (either by providing support for a conservative word order, or incentives to innovate) is remarkable.

To illustrate this point forcefully, consider the following maps (Dryer 2011). In Map 1 we note that all occurrences of SOV order in Austronesian languages are found in languages spoken on coasts along the eastern half of New Guinea. Map 2 shows that these languages are contiguous with the vast bulk of SOV languages found in New Guinea, not of the Austronesian family but nonetheless exerting a strong areal pressure. The Austronesian languages without verb-final order are all found in regions where there is not a strong non-Austronesian presence to enforce an SOV word order, allowing the conservative verb-initial order, or a verb-medial order (itself a contact-induced change; Donohue 2005, 2007) that was inherited from Proto-Austronesian (and Proto-Oceanic). The in-

Map 1. Austronesian languages form WALS with SOV word order (black, on New Guinea) compared to SVO (grey circles) and V-initial (grey diamonds)
Innovation of SOV order amongst the Austronesian languages of mainland New Guinea is easily explained by reference to contact with (or substratal influences from) the non-Austronesian languages of the region.

Map 3 shows the occurrence of SOV order in Indo-European languages found in WALS. As with the appearance of this order in Austronesian languages, the distribution of this feature is highly skewed. In Indo-European languages in the WALS sample it is found only amongst Indo-Aryan languages of South Asia, Iranian languages, and in Sorbian. As with the Austronesian
case, I argue that this is far from a random distribution, given the areal support that exists in South Asia from languages of the non-Indo-European families to maintain an SOV order, shown in Map 4. We note that Hittite and Tocharian, not shown in Map 3, were also located in areas with a strong predominance of SOV languages, meaning that the distribution of SOV order in Indo-European has, with the exception of Sorbian (Dunn et al.’s “Lusatian”, a language which – contra Dunn et al. – shows V2 order, almost certainly under the influence of German, as well as SOV order), a purely geographical explanation (though see the conclusions).

4. A simpler model

Stability among traits in known phylogenies can be quantified relatively simply. If we have a good idea of the reconstruction of the proto-language, and good subgrouping hypotheses, all that is required is to calculate the proportion of modern languages that attest the same value for a particular feature as in the proto-language. For instance, given SOV order in Proto-Indo-European, and a hypothesis with ten first-order subgroups, the infrequency of SOV order tells us that it is not stable. On the other hand, in the Austronesian family, reconstructed with verb-initial order, the fact that verb-initial orders are found in all major subgroups down to Proto-Oceanic means that this feature has been relatively stable in Austronesian. Wichmann & Holman (2009) offer some more sophisticated approaches to this question, using a much greater range of data than that employed by Dunn et al.
Stability of word order

If a “quantitative phylogeny” is essential to the method, then the phylogeny can be quantified: how many sound changes, morphological innovations, lexical replacements occur at each node in the tree? This kind of material can be sourced from the standard historical linguistics literature (and where it is not apparent what constitutes the evidence for a subgroup, we have evidence for a non-monophyletic clade). If the methods requires a binary tree, then the method is at fault unless good reasons can be shown for believing in a strictly binary linguistic history. There are no a priori reasons to assume that language families diverge in a binary fashion, and every reason to think that small, pre-industrial societies existed in more of a slowly devolving dialect chain than in anything resembling a strict branching structure.

If we escape from the straitjacket that makes us believe that models of vertical (that is, direct) inheritance predominate in languages, refusing to admit that the horizontal acquisition of traits (through borrowing, or substrate effects) plays as strong a role in determining the typological and lexical make-up of a language (hence the reliance of comparative linguistics on methods other than the typological and the lexical; see, e.g., Campbell & Poser 2008 for one recent textbook, and compare with Meillet 1908 for a seasoned account of the problems), then we are free to examine other models. Donohue & Whiting 2011 present a statistically objective methodology for determining the distribution of linguistic traits, but visual inspection of the maps in Section 3 is just as effective in determining whether areality plays a role in the distribution of a trait or not. Given earlier debate about the diffusion of the kinds of features that Dunn et al. examine in this journal and elsewhere (e.g., Donohue & Musgrave 2007, Holman et al. 2007, Donohue et al. 2008, Donohue et al. 2011), it is remarkable that contact has still not emerged as a possible explanation in the interpretation of computational models such as presented in Dunn et al. 2011.
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